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Chapter 1

Introduction

In the following Linear and non linear least square methods are described. If the problem is linear
it can be solved by solving at set of linear equations. For non-linear problems iterative methods
are are used. Several examples are given as well as C-code for solving the problems

Approximation is the problem of finding a function that in some sense fits a given data set.
Sometimes a minimax approximation is required, but often a least square approximation is used
because the minimax problem is too hard to solve. The minimax problem is not covered here.
The least square problem can be formulated as finding a set of @a= (ao..., ax_1) that minimizes:

m(a) = i w;| f(@, x;) — ;]

J=0

y; are the values to be approximated and w; is a weighting function.

Letting:
om(a,r;) 0
8ak N
we have K equations for finding the K values of a:
N-1 -
./ ~Of(a,x;
Rezwj<f (aaxj)_yj)g])_oa k=0,..
=0 Ak
For real data the equations becomes:
N-1 -
— af(a’a x )
’lUj(f(CL,l’j)—yj)TJ :O, ]’C:O,
=0 Ak



Chapter 2

Linear approximation

If f is linear in a; then:
K—1

f@z)= 3% afi(x)

=0
and the K equations are given by:

N-1 1

wi( X aifil;) — ;) fulz;) = 0

j=0 =0

.

or
K-1 N—

,_.

K-1

a; w]fk € fl x]) Z wjfk(xj)yj

i=0 =0 j=0

2.1 Polynomial fit

In this case:

K—1
flx) = a;x’
i=0
and the set of linear equations becomes:
K-1 N-1 N-1
k
a; wjzv ZE Z w;T;Y;
i=0 =0 j=0

2.1.1 Linear regression

If f can be written:
f(z) =ap+ a1z

then

Z(CLQ —+ alxj) = Zy]
Z aox] + alx Zx]yj
J
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and
gy = VY =YY s
N3 s — (3, 25)?
1
ag = N(Zyj —a Z%’)
J J

where N is the number of values to be approximated.

2.2 Exponential fit example

If f can be written:

f(z) = apr + a;e ">

then
> (aoa + arwje*2) = Jajy;
j

J
Z(aoxje—O.ij + a16—0.4$j) — Z e—O.Qijj
J J

An example is given in Figure 2.1.

Figure 2.1: Exponential fit example

2.3 Low pass FIR filter design example

If a linear phase FIR filter with length L= 2P+1 is given by
L—1 ‘
H(z) =) bz"
=0

bi =by_1-



then

L—1 P-1 P
H(e?) = > be 7 =eP(bp+2Y bicos(w(i — P))) =D a;f;(w)
i=0 i=0 =0
where
a; = bz

filw) = { 2e7Pcos(w(i — P)) for 0<i<P—1

e Iwb fori =P

If the desired response is given by:

and L = 25
then the response is shown in Figure 2.2.

Al

Figure 2.2: LP filter example



Chapter 3

Non-linear approximation

a) = Z |f(@,z;) —y;)I°

L) - S5 @) — ) P 4 (@, y) - ) PR

J

~Of(a,x;
2Rez (@, ;) —y;) ff?ak ) =0

f can be approximated by:

(@) = fofa) + Z o g‘_;i " a,
> Rel(fe) + 3 P yj>8f @)~

(a xj)af a x] (@, )

ZAaiZRe(éf = ZR aak (4 — fol;))

a, = Q,_1 + aAa,

This leads to slow convergence. Levenberg-Marquard solves the problem:

of(a,x;)
Oak

ZA%ZR aof*(a,z;) of(a, x;) )+ I_ZR

9a, 2, (y; — folz;))

3.1 Power values approximation

TS ) — 0

dak j




f can be approcimated by:
o . of(j;a
fsa) = fo(j) +>_ %Aai

)

S W) (fold) + Z aféila)Aai)afa(i;a) =0

Swii) ¥ LN 5 gy ) 22

7 - Oa; Oay, 7 Oay,

ZA ZW af j;a) of(j;a) :_Zw(j)fo(])af(]aa)

Oda; Oay, 7 Oay,
Let:
f(j;a) = H(j;a)H"(j;@) — D(j)D(j)"
N opra) oM@ | . 0HGa) o o 9H(:a
90 (j; @) 2a. T (j; @) dar (H*(j;a) Dar

If H can be written:

then:

If H can be written:

B(z) SHZ-]\LD 2t — z;
A(2) Hz‘]\il 2t —p;

where z;and p; are real, then:

M,for Cr =8
aH(’Z;S7Z’ ﬁ) — —H fO?“ Ck — Zk
ack z—zk
H(z)

Zﬁpk,for Cr = Pk
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